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Cluster: What? How? 
Why? Can I eat it?

• A cluster is a group of powerful non-edible
computers (called nodes) connected
together to perform computations. 



Cluster: What? How? 
Why? Can I eat it?

• Clusters are designed to handle heavy 
computational tasks and large-scale 
data processing that would be too slow 
or impossible on a personal computer.



Cluster: What? How? 
Why? Can I eat it?

• You don't run your code directly on the 
cluster like you would on your laptop.



Cluster: What? 
How? Why? Can I 
eat it?

Instead, you:
• Write a job script – this tells the cluster:

1. What program you want to run
2. How many resources you need

(e.g., CPUs, GPUs, memory)
3. How long your job will take

• Submit the job to a scheduler – a 
system that organizes and queues all
users’ jobs.

• The scheduler allocates resources
when available and runs your job.

• Finally, you get your results.



Why Use the Cluster? 

• Training deep learning models using multiple GPUs.

• Running simulations or experiments that take hours or 
days.

• Homeworks of "Hands-on AI Based 3D Vision".

• Mining cryptos and ddossing opponents in online matches



Login to the cluster

• In the past week, you should have received
an email from the cluster admin



Login to the cluster

Login Information

Documentation and Tutorial

Login Nodes



Login to the cluster

Use login nodes to log in the cluster 
console



Login to the cluster

IMPORTANT: LOGINS NODES ARE NOT 
COMPUTE NODES. YOU CANNOT RUN YOUR 
PROGRAMS HERE. 

Instead, a login node is used to submit jobs to 
the cluster.

The TCML Cluster has 3 login nodes. You can 
chose which one to use.



Transfer data to the cluster

Dataset: 
• You can transfer your data with 

scp command:

Code: 
• You can copy your code with scp as 

well, or use GitHub to sync your code 
(we suggest you the second one).

• Use GitHub's auth token (classic) 
https://github.com/settings/tokens

https://github.com/settings/tokens


Install Conda

• Note: The cluster does
not give you access to 
sudo.

• To install miniconda, 
download the script
from anacoda and run it.

• If, after running the .sh
script conda does
not work, run
. ~/miniconda3/bin/conda init
and then re-login

Source: https://gist.github.com/Hansimov/2d5d5985116039a0f2976dec91e8ed14

https://gist.github.com/Hansimov/2d5d5985116039a0f2976dec91e8ed14


SLURM

• SLURM = Job Scheduler for clusters

• You write a job file and submit it

• SLURM manages:
• Resources (CPUs, memory, GPUs)
• Queues and priorities
• Job execution and logging



CLUSTER 
FILE SYSTEM

• The main directory is the /home directory. Here, 
every user has their own folder where they can keep
their files.

• A few useful scripts, datasets and singularity
recipies can be found in /common:

• /datasets: some of the most well-known machine learning 
datasets. 

• /share: here you can share files with other users
• /singularityImages: helpful singularity images and recipes
• /userGuides: more guides and a tutorial script



SUBMIT A JOB VIA SLURM
Step 1:

Create a file like project1.sbatch

It's just a bash script with special instructions for SLURM. 



SUBMIT A JOB 
VIA SLURM

Step 2:

Fill the file with the configuration for SLURM



SUBMIT A JOB 
VIA SLURM

Step 2:

Fill the file with the configuration for SLURM



SUBMIT A JOB 
VIA SLURM

Step 3:

Submit the job and wait for it to run



SUBMIT A JOB 
VIA SLURM

Step 3:

Submit the job and wait for it to run

Wait a moment... where is my job?



SUBMIT A JOB 
VIA SLURM

Step 3:

Submit the job and wait for it to run



SUBMIT A JOB 
VIA SLURM

Step 4:

Your code is broken 100%. Check errors and 
fix



SUBMIT A JOB 
VIA SLURM

Step 5:

Submit again and start praying



SUBMIT A JOB 
VIA SLURM

Step 6:

Check output



INTERACTIVE 
JOBS

Interactive Jobs are jobs where, instead of launching a 
program, you ask to create a bash session to use on a 
cluster node. (use "exit" to end the session)



CANCEL A JOB

To cancel a job use :



Run your notebooks from remote
• Once you installed conda, activate an environment and run:

o pip install jupiterlab
o pip install notebook

• Then login to a computation node, NOT ON A LOGIN NODE 
(see how to run code on a computation node later), and run:
o jupyter notebook --no-browser --port=1234
o Note: you can change the port to the one you prefer

• To connect, open a new terminal on your computer and run: 
ssh -NfL localhost:1234:localhost:1234 
youruser@login1.tcml.uni-tuebingen.de

• Finally, open your browser and open http://localhost:1234

• From ther, you can use Jupyter to run your notebooks

mailto:youruser@login1.tcml.uni-tuebingen.de
mailto:youruser@login1.tcml.uni-tuebingen.de
mailto:youruser@login1.tcml.uni-tuebingen.de
http://localhost:1234


PARTITIONS



Final Tips

Before contacting admins, check the FAQ!

• Many problems are already answered

• Saves time for everyone

Best practice:

• Start with small jobs

• Monitor memory/time usage

• Gradually scale up

Misc:

• If the gpus are not used 100% all the time, you
have a bottleneck somewhere

• Use iteractive sessions to test your code before
sending a task
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